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Abstract
In Indonesia, banana harvesting is often done before the fruit reaches physiological maturity. As a
result, unripe bananas are often sold in the market. This study attempts to examine how well two
machine learning algorithms, Decision Tree and Support Vector Machine (SVM), can determine
banana ripeness. The evaluation uses a dataset of 6000 banana photos, which are characterized as
unripe, ripe, overripe, or rotten. The dataset was split into an 80:20 ratio for training and testing,
then evaluated using accuracy, precision, recall, and F1-Score metrics. The test results showed that
the SVM algorithm achieved the maximum accuracy of 92%, exceeding Decision Tree, which
obtained an accuracy of 82%. The best SVM model was then combined with YOLOv8 for real-time
banana ripeness identification using a camera. This research contributes by demonstrating the
effectiveness of the HSV-SVM combination and the real-time implementation using YOLOv8,
offering a practical solution for automatic banana quality monitoring.

Keywords: Banana Ripeness; Machine Learning; Support Vector Machine; Decision Tree; YOLOv8; Image
Processing.

Abstrak
Di Indonesia, panen pisang sering dilakukan sebelum buah mencapai kematangan fisiologis.
Akibatnya, seringkali pisang yang belum matang beredar di pasaran. Tujuan dari penelitian ini
adalah untuk mengevaluasi akurasi dua algoritma Machine Learning, yaitu Decision Tree dan
Support Vector Machine (SVM) untuk menentukan tingkat kematangan pisang dengan
menggunakan dataset 6000 gambar pisang yang dikategorikan unripe, ripe, overripe, dan rotten.
Dataset dipecah dalam rasio 80:20 untuk data latih dan data uji. Kemudian, metrik akurasi,
presisi, recall, dan skor F1 digunakan untuk menguji. Hasil pengujian menunjukkan algoritma
SVM memiliki akurasi tertinggi 92%, melampaui Decision Tree yang memiliki akurasi 82%. Model
SVM Terbaik kemudian dikombinasikan dengan YOLOv8 untuk identifikasi kematangan pisang
secara real-time menggunakan kamera. Penelitian ini memberikan kontribusi dengan
menunjukkan efektivitas kombinasi HSV-SVM serta implementasi real-time menggunakan
YOLOv8 menawarkan solusi praktis untuk pemantauan kualitas pisang secara otomatis.

Kata Kunci: Kematangan Pisang; Machine learning; Support Vector Machine; Decision Tree; YOLOv8;
Pengolahan Citra.
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Pendahuluan

Di Indonesia, penentuan waktu panen pisang tidak hanya ditentukan oleh tingkat kematangan
fisiologis buah, tetapi juga dipengaruhi oleh pertimbangan ekonomi dan keamanan. Kondisi ini
membuat pisang kerap dipanen sebelum matang sempurna, sehingga buah yang belum siap
konsumsi pun sering beredaran di pasaran [1]. Umumnya, sebagian petani masih menentukan
tingkat kematangan buah secara manual melalui pengamatan visual terhadap warna kulit pisang.
Metode manual ini sangat bergantung pada subjektivitas manusia yang rentan terhadap kesalahan,
hingga pada akhirnya dapat mempengaruhi cita rasa, tekstur, serta nilai jual buah [2].

Teknologi pengolahan citra digital dan kecerdasan buatan (Artificial Intelligence) adalah solusi yang
sangat mungkin untuk mengatasi masalah yang terjadi. Komputer dapat meniru kemampuan
penglihatan manusia untuk mengenali objek visual, seperti warna dan tekstur kulit, untuk
mengetahui tingkat kematangan buah pisang secara otomatis [3]. Oleh karena itu, untuk mencapai
tujuan tersebut dilakukan berbagai penelitian dengan metode berbasis machine learning dan deep
learning.

Seperti yang telah dilakukan oleh Y. A. Nisa et al. dalam penelitiannya yang menunjukan bahwa
Convolutional Neural Network (CNN) mampu menghasilkan akurasi tinggi dalam klasifikasi
kematangan pisang Ambon. Namun, pendekatan deep learning tersebut memiliki keterbatasan, antara
lain kebutuhan dataset berukuran besar, sumber daya komputasi yang tinggi, serta rendahnya
interpretabilitas terhadap proses pengambilan keputusan. Selain itu, penelitian tersebut hanya
berfokus pada tahap klasifikasi, tanpa melibatkan proses deteksi objek untuk menentukan posisi
buah pada citra [4]. Kemudian, metode CNN tersebut juga digunakan oleh A. Hastungkoro et al.
dalam penelitiannya untuk mengidentifikasi tingkat kematangan pisang berdasarkan citra digital
dengan memperoleh hasil akurasi yang tinggi serta mampu membedakan kualitas buah secara
otomatis [5].

Seiring perkembangan teknologi deteksi objek, beberapa penelitian mulai mengintegrasikan tahap
deteksi dalam sistem penentuan kematangan buah, R. E. Saragih, A. R. Purnajaya, I. Syafrinal et al.
dalam jurnalnya mengusulkan sistem pendeteksi otomatis tingkat kematangan buah pisang dan
mangga menggunakan arsitektur YOLOv8 [6]. Selain itu, penelitian yang dilakukan oleh R. Musa dan
M. Akbar menerapkan metode Learning Vector Quantization (LVQ) untuk membedakan efektivitas
metode supervised classification berbasis citra digital [7]. Meskipun demikian, pendekatan berbasis deep
learning dan metode tertentu tersebut umumnya memiliki kompleksitas komputasi yang relatif tinggi
atau tidak secara eksplisit membandingkan performa beberapa algoritma klasifikasi yang berbeda.

Sebaliknya, karena lebih ringan secara komputasi dan efektif untuk dataset berukuran sedang,
algoritma Machine Learning klasik seperti Decision Tree dan Support Vector Machine (SVM) masih
banyak digunakan. Pada jurnalnya, A. Sattar et al. menyatakan bahwa metode Machine Learning
berbasis Decision Tree dapat menghasilkan hasil klasifikasi yang cepat dan mudah dipahami [8].
Sementara itu, menurut R. Kosasih, Sudaryanto dan A. Fahrurozi menunjukkan bahwa dalam
klasifikasi tingkat kematangan pisang, SVM masih memiliki kinerja yang baik dan stabil [9]. Namun,
penelitian yang secara eksplisit membandingkan kinerja Decision Tree dan SVM dalam kerangka
eksperimen yang sama masih sedikit. Ini terutama berlaku untuk klasifikasi kematangan pisang
berdasarkan warna kulit.

Penelitian ini memilih algoritma Decision Tree dan Support Vector Machine (SVM) berdasarkan
karakteristik data citra berbasis warna yang digunakan. SVM dikenal memiliki keunggulan dalam
menangani pemisahan kelas non-linear pada data berdimensi tinggi seperti histogram warna,
sehingga sering memberikan performa yang stabil pada klasifikasi berbasis fitur visual. Sementara itu,
Decision Tree memiliki kelebihan dari sisi interpretabilitas model dan efisiensi komputasi, namun jika
tidak dikendalikan dengan parameter yang tepat, Decision Tree seringkali rentan terhadap overfitting.
Oleh karena itu, perbandingan kedua algoritma ini dilakukan untuk menemukan model yang sesuai
untuk klasifikasi tingkat kematangan buah pisang secara akurasi dan efisiensi.
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Berdasarkan permasalahan tersebut, penelitian ini akan membandingkan kinerja dua algoritma yaitu
Decision Tree dan Support Vector Machine untuk membangun sistem klasifikasi otomatis tingkat
kematangan buah pisang dengan menggunakan analisis citra warna kulit. Algoritma dengan nilai
akurasi tertinggi akan digunakan sebagai model utama dalam sistem deteksi tingkat kematangan
buah pisang dan diintegrasikan dengan YOLO (You Only Look One) sebagai tahap deteksi objek,
sehingga posisi buah pada citra dapat diidentifikasi sebelum proses klasifikasi dilakukan. Integrasi
ini memungkinkan sistem melakukan penilaian tingkat kematang buah pisang secara real-time
melalui kamera. Pendekatan yang diusulkan diharapkan mampu menghasilkan penentuan tingkat
kematangan yang lebih objektif, efisien dan mudah diimplementasikan serta memberikan kontribusi
praktis bagi proses sortasi dan distribusi buah pisang di Indonesia.

Metode

Tujuan penelitian ini adalah untuk membuat sistem yang dapat melakukan klasifikasi otomatis
untuk mengidentifikasi tingkat kematangan buah pisang dengan menggunakan analisis citra digital
berbasis HSV dan algoritma pembelajaran mesin. Sistem ini kemudian diimplementasikan secara
real-time dengan YOLOv8. Gambar 1 menunjukkan konsep metodologi penelitian.

Gambar 1. Konsep Penelitian

1. Pengumpulan Dataset

Para peneliti biasanya menggunakan metodologi pengumpulan data untuk memperoleh informasi
yang diperlukan untuk penelitian mereka. Dataset adalah komponen penting dan harus ada dalam
proses penelitian karena menjadi faktor utama dari penerapan algoritma agar dapat bekerja [10].
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Dataset digunakan sebagai dasar penerapan algoritmaMachine Learning. Dataset diambil dari website
Kaggle dan terdiri dari 6000 citra yang terbagi rata dalam empat kategori tingkat kematangan buah
pisang, yaitu unripe (mentah), ripe (matang), overripe (sangat matang) dan rotten (busuk). Seluruh
dataset kemudian disimpan di Google Drive dan diatur ke dalam folder sesuai kategori tingkat
kematangan.

2. Pre-Processing

Pre-processing atau pra-pemrosesan data adalah langkah yang dilakukan untuk meningkatkan
kualitas dataset agar dapat digunakan secara efektif [10]. Setelah data dikumpulkan, ruang warna
HSV (Hue, Saturation, Value) digunakan untuk mengubah citra pisang dari ruang warna BGR. Ini
dilakukan dengan menggunakan OpenCV. Ruang warna HSV dipilih karena memiliki kemampuan
untuk memisahkan informasi warna dari intensitas cahaya, sehingga lebih stabil terhadap variasi
pencahayaan dan lebih representatif dalam membedakan perubahan warna kulit pisang pada
berbagai tingkat kematangan dibandingkan ruang warna RGB yang lebih sensitif terhadap
perubahan iluminasi [11].

Setiap kanal H, S, dan V memiliki histogram HSV dengan beberapa bins untuk ekstraksi fitur.
Histogram yang dihasilkan kemudian dinormalisasi untuk memastikan konsistensi skala fitur antar
citra. Histogram HSV mempresentasikan distribusi frekuensi piksel padas setiap kanal warna. Nilai
histogram dinormalisasikan menggunakan persamaan:

ℎ�
' =

ℎ�
��=1

� ℎ�
dimana ℎ� adalah frekuensi piksel pada bin ke-1 dan � adalah jumlah bin histogram.

Penggunaan histogram HSV dipilih dibandingkan dengan fitur berbasis Convolutional Neural Network
(CNN) karena penelitian ini berfokus pada algoritma Machine Learning klasik yang lebih ringan
secara komputasi dan efektif untuk dataset berukuran sedang, serta lebih efisien untuk implementasi
sistem real-time pada perangkat dengan keterbatasan sumber daya.

Fitur hasil ekstraksi disimpan dalam struktur data yang memuat vektor fitur, label dan lokasi citra.
Proses dilakukan secara iteratif pada empat kategori tingkat kematangan pisang, yaitu unripe, ripe,
overripe dan rotten, dengan jumlah data seimbang pada setiap kelas. Untuk mengurangi risiko
overfitting dan mendorong kemampuan generalisasi model, fitur ditambahkan noise buatan berupa
Gaussian noise beramplitudo rentang dengan nilai mean mendekati nol dan variansi kecil, sehingga
hanya memberikan gangguan ringan pada distribusi histogram tanpa mengubah karakteristik utama
data.

3. Split Data

Pada tahap ini, dataset dibagi menjadi dua bagian yaitu 20% data pengujian dan 80% data pelatihan.
Data pengujian adalah data yang digunakan untuk mengevaluasi kinerja klasifikasi, sementara data
pelatihan adalah data asli yang sesuai dengan fakta dan keadaan saat ini [12]. Pembagian ini sangat
penting agar model dapat dilatih dan diuji dengan benar, dan agar kita dapat mengukur kinerja
klasifikasinya terhadap data baru.

4. Pelatihan Model Decision Tree dan SVM

Pelatihan model saat ini terdiri dari dua algoritma klasifikasi yaitu Decision Tree dan Support Vector
Machine (SVM). Decision Tree adalah algoritma klasifikasi yang sederhana namun efektif yang dapat
memecahkan data kompleks menjadi banyak aturan yang dapat digunakan untuk analitik data [13].
Pada penelitian ini, dataset yang digunakan memiliki jumlah data yang seimbang untuk setiap kelas,
sehingga tidak diperlukan prosedur data balancing tambahan seperti pengambilan sampel lebih
banyak atau lebih sedikit.

Algoritma Decision Tree dilatih menggunakan dataset fitur hasil ekstraksi dan transformasi yang telah
dilakukan sebelumnya. Model dibangun dengan parameter maximum depth sebesar 10 dan minimum
samples per leaf sebesar 5. Pemilihan parameter tersebut dilakukan berdasarkan eksperimen awal
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(preliminary experiments) untuk mengendalikan kompleksitas pohon dan mengurangi risiko overfitting.
Selain itu, untuk memastikan stabilitas dan konsistensi kinerja model, evaluasi dilakukan
menggunakan pendekatan k-fold cross-validation dengan nilai k=5.

Fungsi kernel digunakan oleh Support Vector Machine (SVM) untuk mengatasi keterbatasan
pemisahan linear pada data. Kernel Radial Basis Function (RBF) digunakan karena dapat secara efektif
menangkap hubungan non-linear antar komponen histogram HSV. Data non-linear diubah ke ruang
dimensi yang lebih besar dengan kernel RBF, yang memungkinkan pemisahan kelas yang lebih baik
[14]. Penelitian ini menggunakan kernel Fungsi Basis Radial (RBF) untuk membangun SVM dengan
parameter C=10 dan gamma=0,01. Proses pengaturan hyperparameter yang didasarkan pada
eksperimen awal menghasilkan nilai parameter tersebut. Kemudian, untuk mengimbangi
kompleksitas model dan kemampuan generalisasi, nilai parameter tersebut divalidasi menggunakan
cross-validation berlipat ganda k (k=5). Selanjutnya, fitur dan label digunakan untuk melatih model,
kemudian kinerjanya diuji menggunakan data uji yang telah ditentukan, Tabel 1 menunjukkan
HyperparameterModel Klasifikasi.

Tabel 1. HyperparameterModel Klasifikasi
Model Hyperparameter Nilai

Decision Tree Max Depth 10
Decision Tree Min Samples Leaf 5
SVM (RBF) C 10
SVM (RBF) Gamma 0,01
Validasi k-fold 5

5. Evaluasi Model

Untuk mengevaluasi model, capaian metrik klasifikasi yang dihasilkan oleh Decision Tree dan SVM
dibandingkan, yang mencakup akurasi, presisi, recall, support, dan skor F1 [15].

Pada penelitian ini, evaluasi dilakukan menggunakan beberapa metrik utama yang diperoleh melalui
hasil classification report, yaitu akurasi (accuracy), presisi (precision), recall, dan F1-Score. Selain itu,
distribusi hasil prediksi antara kelas yang sebenarnya dan yang diprediksi oleh model digambarkan
dengan menggunakan matriks confusion. Evaluasi dilakukan untuk menentukan metode yang
memiliki performa paling efektif dalam identifikasi tingkat kematangan pisang, berdasarkan hasil
perbandingan nilai performa tertinggi dari masing-masing metrik.

6. Implementasi

Pada tahap ini, implementasi dilakukan dengan mengintegrasikan model klasifikasi terbaik (Decision
Tree atau SVM) dengan YOLOv8 untuk mendeteksi buah pisang secara real-time. YOLOv8 digunakan
sebagai object detector untuk mendeteksi Region of Interest (ROI) buah pisang dari input video webcam
atau kamera laptop [6]. YOLOv8 digunakan karena merupakan single-stage object detector yang
memiliki kecepatan inferensi tinggi, sehingga sesuai untuk sistem deteksi dan klasifikasi tingkat
kematangan buah pisang secara real-time.

Model YOLOv8 yang digunakan merupakan model pre-trained yang dilatih ulang (fine tuning)
menggunakan dataset pisang untuk meningkatkan akurasi deteksi objek [6]. Arsitektur YOLOv8
yang digunakan adalah YOLOv8n karena lebih ringan dan sesuai implementasi real-time. Proses
pelatihan YOLOv8 dievaluasi menggunakan metrik standar deteksi objek, yaitu mAP50.

Setelah ROI buah pisang terdeteksi, area tersebut dikonversi ke ruang warna HSV, diekstraksi
histogram HSV-nya, kemudian dinormalisasi. Fitur ini selanjutnya dimasukkan ke dalam model
klasifikasi SVM atau Decision Tree untuk menentukan tingkat kematangan pisang. Pipeline sistem
secara keseluruhan terdiri dari tahapan YOLOv8 ⟶ekstraksi ROI ⟶HSV extraction ⟶histogram
HSV ⟶klasifikasi tingkat kematangan.
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Pembahasan

Set data yang digunakan dalam penelitian atau eksperimen disebut dataset [16]. Dalam kasus ini,
dataset sebesar 6000 gambar dikumpulkan dari Kaggle dan dibagi menjadi empat kategori
kematangan buah pisang meliputi unripe, ripe, overripe, dan rotten. Algoritma Decision Tree dan SVM
merupakan algoritma klasifikasi dalam Machine Learning. Decision Tree merupakan algoritma yang
membangun model yang membentuk pohon keputusan dengan memprediksi ketentuan dari
berbagai fakta dari proses klasifikasi dan prediksi [17]. Namun, Support Vector Machine (SVM) adalah
algoritma yang menggunakan hyperlane dan marginmaksimum untuk mengklasifikasikan data secara
linear dan non-linear [18].

Penerapan Decision Tree pada fitur warna HSV menunjukkan adanya pola kesalahan klasifikasi pada
masing-masing kelas kematangan buah pisang. Hal ini disebabkan oleh mekanisme pemisahan
berbasis threshold lokal pada fitur HSV yang membuat model sangat menyesuaikan diri terhadap
pola spesifik pada data latih. Kondisi tersebut menunjukkan kemungkinan overfitting yang
ditunjukkan pada penurunan performa data testing. Kesalahan klasifikasi sering terjadi pada kelas
overripe dan rotten karena memiliki karakteristik warna kulit pisang yang saling tumpang tindih pada
nilai Hue dan Saturation. Perubahan warnanya yang bersifat gradual membuat pemisahan antar kelas
pada fitur HSV menjadi kurang jelas.

SVM memiliki kemampuan untuk memodelkan hubungan non-linear pada fitur warna HSV dengan
margin maksimum sehingga dapat menunjukkan performa yang lebih stabil dan juga konsisten. Hal
tersebut membuatnya lebih robust terhadap distribusi warna antar kelas yang tumpang tindih,
sehingga secara teoritis SVM mampu untuk lebih unggul dalam klasifikasi tingkat kematangan
berbasis fitur warna HSV. Penerapan kedua algoritma klasifikasi berbasis fitur warna HSV tersebut
menampilkan perbedaan performa antara model jika dibandingkan dengan KKN sebagai model
baseline.

Penelitian ini menggunakan algoritma Decision Tree dan SVM untuk melakukan perbandingan
kinerja untuk menentukan proses klasifikasi yang paling akurat. Tujuan dari algoritma ini adalah
untuk membantu mendeteksi tingkat kematangan buah pisang dengan akurat dan efisien. YOLO
merupakan algoritma deep learning CNN yang menggunakan fitur deteksi kotak batas untuk
mendeteksi objek dan mengklasifikasikan gambar atau video. YOLO memiliki banyak versi, dan
YOLOv8 dirilis pada tahun 2023 dan lebih cepat, akurat, dan efektif [19]. YOLOv8 menjadi algoritma
yang diimplementasikan pada perangkat lunak deteksi kematangan buah pisang untuk membantu
dalam mendeteksi objek pisang pada citra. Selain itu, YOLOv8 dapat membedakan objek pisang dari
objek lain yang bukan pisang. Dengan demikian, hanya objek pisang yang relevan yang akan
digunakan pada tahap klasifikasi tingkat kematangan.

Hasil

Hasil penelitian dikumpulkan berdasarkan melalui dua tahapan utama yaitu pengolahan dan
pengujian model klasifikasi, serta implementasi model terbaik dengan YOLOv8.

1. Hasil Pengujian Model Klasifikasi

Pada tahap ini, klasifikasi tingkat kematangan buah pisang dilakukan melalui penggunaan dua
algoritma Machine Learning yaitu Decision Tree dan Support Vector Machine. Selain itu, perbandingan
baseline menggunakan KNN juga dilakukan. Sebelum klasifikasi, gambar pisang secara keseluruhan
diekstraksi menggunakan ruang warna HSV (Hue, Saturation, Value) untuk menghasilkan fitur warna
yang menunjukkan karakteristik visual masing-masing kelas, seperti unripe, ripe, overripe, an rotten.

Tabel 2. Perbandingan Akurasi Decision Tree
Model Accuracy (Train) Accuracy (Test)

Decision Tree 0.88 0.82
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Menurut Tabel 2, pengujian model Decision Tree menunjukkan akurasi sebesar 0,88 untuk data
pelatihan dan akurasi sebesar 0,82 untuk seluruh data pengujian. Hasil menunjukkan bahwa kinerja
model menurun, yang membuktikan bahwa model masih memiliki kemampuan yang baik untuk
mempelajari pola penyebaran data. Namun, kemungkinan generalisasi untuk data baru masih
rendah. Sebagai perbandingan untuk menentukan model terbaik, pengujian juga dilakukan dengan
menggunakan SVM.

Tabel 3. Support Vector Machine (SVM)
Kelas Precision Recall F1-Score Support

Overripe 0.89 0.93 0.91 300
Ripe 0.96 0.94 0.95 300
Rotten 0.89 0.91 0.90 300
Unripe 0.95 0.89 0.92 300

Accuracy 0.92 1200
Macro Avg 0.92 0.92 0.92 1200
Weighted Avg 0.92 0.92 0.92 1200

Hasil pengujian yang ditunjukkan pada Tabel 3, menunjukkan bahwa SVM memiliki akurasi sebesar
0,92. Selain itu, nilai presisi recall, dan F1-Score untuk kelas secara keseluruhan menunjukkan kinerja
yang seimbang dan konsisten. Selain itu, dilakukan juga evaluasi performa SVM dengan
menggunakan kurva ROCMulticlass yang dapat dilihat pada Gamabar 2 di bawah.

Gambar 2. Kurva ROCMulticlass

Kurva ROC menunjukkan kemampuan model untuk membedakan setiap kelas dengan tingkat
diskriminasi yang kuat. Nilai Area Dibawah Curve (AUC) pada Gambar 2 menunjukkan bahwa nilai
1,00 untuk kelas ripe, 0,98 untuk kelas rotten, 0,99 untuk kelas unripe, dan nilai yang tinggi untuk kelas
overripe. Selanjutnya sebagai model baseline, K-Nearest Neighbor (KNN) juga dilakukan pengujian
untuk mendapatkan hasil performa klasifikasi.

Tabel 4. Pengujian Model Baseline KNN
Kelas Precision Recall F1-Score Support

Overripe 0.88 0.89 0.88 300
Ripe 0.97 0.87 0.92 300
Rotten 0.81 0.93 0.86 300
Unripe 0.93 0.86 0.89 300

Accuracy 0.89 1200
Macro Avg 0.89 0.89 0.89 1200
Weighted Avg 0.89 0.89 0.89 1200
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Berdasarkan hasil yang ditunjukkan pada Tabel 4, nilai akurasi KNN memperoleh sebesar 0,89.
Namun, meskipun model ini mampu mengklasifikasikan kelas ripe dan unripe dengan baik, performa
yang dihasilkan masih lebih rendah dan dibawah model SVM jika didasarkan pada nilai akurasi dan
F1-Score. Setelah dilakukan pengujian model untuk mendapatkan hasil akurasi dari model,
visualisasi histogram HSV juga dilakukan untuk melihat perbedaan dan tumpang tindih karakteristik
warna antar kelas.

Gambar 3. Visualisasi Histogram HSV

Visualisasi histogram HSV pada Gambar 3 menunjukkan pola distribusi warna yang berbeda. Pada
kanal Hue, kelas unripe dan ripe memiliki distribusi yang relatif terpisah, sedangkan pada kelas
overripe dan rotten menunjukkan distribusi yang tumpang tindih. Pola serupa pada kelas overripe dan
rotten juga terlihat pada kanal Saturation dan Value, di mana perbedaan antar kelas pada fase akhir
kematangan tidak tegas. Hasil tersebut menunjukkan bahwa fitur warna HSV memiliki keterbatasan
dalam membedakan kelas overripe dan rotten.

Hasil distribusi warna tersebut kemudian dievaluasi lebih lanjut dengan pembuatan confusion matrix
untuk melihat pola kesalahan klasifikasi pada masing-masing model.

Gambar 4. Confusion Matrix

Gambar 4 menunjukkan hasil confusion matrix yang menunjukkan bahwa model Decision Tree dan
Support Vector Machine (SVM) berbeda dalam mengklasifikasikan tingkat kematangan buah pisang.
Hasil confusion matrix dari model Decision Tree menunjukkan kesalahan yang cukup signifikan pada
54 sampel overripe dan 48 sampel unripe. Hal tersebut menunjukkan bahwa Decision Tree mengalami
kesulitan untuk memisahkan kelas yang memiliki warna yang berdekatan.

Sementara itu pada model Support Vector Machine (SVM), confusion matrix menunjukkan diagonal
utama dengan jumlah kesalahan yang lebih sedikit di seluruh kelas dan memiliki jumlah prediksi
benar yang tinggi di kelas ripe dengan total sebanyak 291 sampel dan unripe sebanyak 270 sampel.
Hasil tersebut menunjukkan kemampuan klasifikasi SVM lebih stabil dibandingkan dengan Decision
Tree. Uji statistik dengan paired t-test dilakukan untuk memastikan perbedaan dalam kinerja model.
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Gambar 5. Boxplot Distribusi Akurasi

Berdasarkan hasil pengujian 5-fold cross validation pada boxplot di Gambar 5, ditunjukkan bahwa
model SVM memiliki nilai akurasi tertinggi sebesar 0,92 dan sebarannya yang sempit menunjukkan
performa yang lebih stabil. Model KNN menunjukkan akurasi 0,88 untuk performa menengah, dan
Decision Tree dengan sebaran yang lebar menunjukkan akurasi terendah 0,81. Nilai-nilai ini
menunjukkan bahwa performa tidak stabil. Penelitian ini juga melakukan uji signifikansi dengan
melakukan uji paired t-test untuk memastikan perbedaan performa yang bersifat signifikan.

Tabel 5. Tabel Uji Signifikansi
Perbandingan p-value

Decision Tree vs SVM 0,00018
Decision Tree vs KNN 0,00014
SVM vs KNN 0,00115

Dari hasil uji signifikansi pada Tabel 5 tersebut menunjukkan bahwa perbedaan model bersifat
signifikan yang dibuktikan dengan perbandingan antar model memiliki nilai p-value < 0,05.

Secara umum, dalam proses klasifikasi tingkat kematangan buah pisang, model Support Vector
Machine (SVM) bekerja lebih baik daripada Decision Tree. Hasil pengujian ini menunjukkan bahwa
SVM lebih cocok untuk tugas klasifikasi pada dataset ini karena mereka memberikan hasil yang lebih
akurat, stabil, dan konsisten.

2. Hasil Implementasi dengan YOLOv8

Untuk mencapai tahap implementasi ini, penggunaan YOLOv8 dan Support Vector Machine (SVM)
yang dianggap sebagai model klasfikasi terbaik berdasarkan hasil pengujian sebelumnya diterapkan.
Pada tahap ini memiliki tujuan agar sistem dapat mendeteksi objek pisang melalui kamera dan
mengklasifikasikan tingkat kematangan buah pisang secara real-time.

Proses implementasi diawali dengan deteksi objek menggunakan YOLOv8 yang berfungsi untuk
mengenali dan membedakan objek yang merupakan pisang dan yang bukan pisang. Setelah objek
pisang terdeteksi, setiap area yang berisi objek pisang (Region of Internet atau ROI) akan diekstraksi
oleh sistem melalui fitur warna HSV yang menjadi dasar dalam menentukan tingkat kematangan
pisang. Nilai-nilai HSV ini kemudian dijadikan input bagi model SVM untuk melakukan klasifikasi
ke dalam empat kategori, yaitu unripe, ripe, overripe dan rotten.

Hasil klasifikasi dari SVM kemudian ditampilkan langsung pada antarmuka aplikasi berbasis PyQt5
GUI. Setiap objek pisang yang terdeteksi akan diberi bounding box berwarna berbeda sesuai kelas
kematanganya seperti hijau untuk unripe, kuning untuk ripe, orange untuk overripe dan coklat untuk
rotten. Tidak lupa dengan label pada setiap bounding box juga akan menampilkan kelas prediksi dan
nilai confidence dari hasil klasifikasi.
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Selain itu sistem juga akan menampilkan nilai rata-rata confidence, luas area deteksi dan rasio ukuran
objek pada panel informasi disebelah kanan frame. Dilengkapi juga dengan visualisasi histogram HSV
untuk menunjukkan distribusi warna pada area pisang yang sedang dianalisis serta grafik pie chart
yang memperlihatkan persentase jumlah pisang pada setiap kategori kematangan secara keseluruhan.

Berdasarkan hasil pengujian implementasi dilakukan secara langsung dengan menggunakan kamera
laptop untuk mendeteksi dan mengklasifikasikan tingkat kematangan buah pisang secara real-time,
sistem mampu menampilkan proses deteksi dan klasifikasi dengan baik namun tingkat akurasi hasil
deteksi masih belum sepenuhnya stabil. Ketidakakuratan tersebut disebabkan oleh beberapa faktor
terutama kualitas kamera laptop yang rendah dan pencahayaan ruangan yang tidak konstan
sehingga mempengaruhi hasil ekstraksi fitur warna HSV pada citra pisang.

Gambar 6. Pengujian Sistem menggunakan Kamera HP

Untuk mengatasi hal tersebut, Gambar 6 menunjukkan dilakukan pengujian ulang dengan
menggunakan kamera ponsel yang dihubungkan ke laptop melalui aplikasi Iriun Webcam. Pengujian
ini masih dilakukan dengan cara kualitatif berdasarkan observasi visual dari hasil deteksi dan
klasifikasi yang ditampilkan sistem.

Hasilnya menunjukkan bahwa deteksi citra dengan menggunakan kamera ponsel menampilkan citra
yang lebih tajam sehingga hasil klasifikasi menjadi lebih baik. Hal ini disebabkan karena kamera
ponsel memiliki resolusi dan penyesuaian cahaya otomatis yang lebih optimal sehingga sistem dapat
mengenali warna dan pola permukaan pisang dengan lebih jelas. Namun, peningkatan kinerja ini
belum diukur dengan metrik kuantitatif, yang merupakan salah satu keterbatasan penelitian ini.

Kesimpulan dan Saran

Penelitian ini menunjukkan bahwa ekstraksi kulit menggunakan ruang warna HSV berhasil
menunjukkan berbagai tingkat kematangan buah pisang. Hasil perbandingan menunjukkan bahwa
algoritma Support Vector Machine (SVM) lebih baik daripada Decision Tree. SVM memiliki akurasi 92% ,
sedangkan Decision Tree memiliki 82%. SVM juga memiliki nilai precision, recall, dan F1-score yang
lebih konsisten, yang menunjukkan bahwa model ini mampu melakukan generalisasi yang lebih baik
terhadap data yang diuji.

Implementasi model terbaik, yaitu SVM yang digabungkan dengan YOLOv8, mampu mendeteksi
dan mengklasifikasikan tingkat kematangan buah pisang secara real-time melalui kamera. Sistem
dapat mengenali objek pisang, menampilkan label prediksi, serta membedakan setiap tingkat
kematangan dengan cukup akurat. Namun, kualitas kamera dan kondisi pencahayaan sangat
mempengaruhi hasil klasifikasi yaitu penggunaan kamera dengan resolusi tinggi dan pencahayaan
stabil dapat meningkatkan akurasi sistem secara signifikan. Secara keseluruhan, penelitian ini
menunjukkan bahwa penggabungan algoritma YOLOv8 dan Support Vector Machine (SVM) adalah
metode yang efektif untuk membangun sistem yang dapat mendeteksi dan mengklasifikasikan
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tingkat kematangan pisang secara otomatis, akurat, dan efisien. Ini berarti bahwa algoritma tersebut
dapat diterapkan dalam proses standarisasi dan objektif untuk sortasi dan distribusi buah.

Penulis menyadari bahwa penelitian ini tidak terlepas dari berbagai keterbatasan. Oleh sebab itu,
penulis memberikan beberapa rekomendasi yang diharapkan dapat dimanfaatkan oleh peneliti
berikutnya untuk melakukan penelitian yang serupa. Dengan menggunakan model deep learning
lain seperti CNN, penelitian ini dapat dikembangkan untuk membandingkan kinerja SVM dalam
mendeteksi tingkat kematangan buah pisang. Selain itu, penelitian ini berpotensi dikembangkan
menjadi aplikasi berbasis Android sehingga proses deteksi pisang dapat dilakukan secara langsung
menggunakan kamera ponsel tanpa terhubung menggunakan aplikasi tambahan.
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